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Implementing SSDs on the PCle interface offers large performance gains. To maximize
throughput, you need to carefully tune the operation of the PCle protocols. This presentation will
discuss the operation of power saving, link state management and Flow Control credits that will
impact design decisions. PCI express Solid State Drives (PCle SSDs) provide significant
performance benefits in enterprise storage applications compared to traditional hard disc drives
(HDDs) and SSDs. The emergence of non-volatile memory express (NVMe), a scalable host
controller protocol developed for PCle SSDs, provides an efficient and streamlined command
set, which even further enhances storage throughput. Learn about implementation and validation
methods including an overview of protocols, operation of PCle link states and transaction levels,
and how tuning the operation of the PCle protocols improves the storage performance.
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NVMamplementation and validatgthods

A Operation of PCle link states and transaction levels
A NVMe transactions across a PCle link

A Overview of NVMe protocol

A Data transport using Physical Region Pages (PRPs)

A Testing
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Complete PCle Geng3 testing

Emulate NVMe

Transactional
Root Complex

Analysis plex
A NVMe Queue A Scan and initialize
Activity registers
A Payload and ?nligfrif)ts
PR decoding A Head/Tail queue
control
A Create PRP lists
and entrie

Performance measurement
A Utilization
A Throughput
A Response Times
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PCI Express : Layered Protocol

Application Software application: Storage (SATA, NVMe)

Device Configuration and Control:
Memory Mapped I/O (MMIO)

Link Control
Flow Control and Error detection/correction

Physical

Logical Sub Block — Link training

Electrical Sub Block Electrical Signaling
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PCI Express : Layered Protocol

Application Application

Transaction Transaction

Data Link Data Link

Physical Physical

Logical Sub Block Logical Sub Block

Electrical Sub Block Electrical Sub Block
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PCI Express : Layered Protocol

Application

Transaction

Data Link

Physical
Logical Sub Block

Electrical Sub Block

Rx Tx

—
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PCI Express : Layered Protocol

NVMe Commands

Application « > Application

TLPs (MemRd/MemWr)

Transaction Transaction

Data Link DLLPs (AckiNak) Data Link

»

Physical Physical
Logical Sub Block 51T ordered Sets, Logical Sub Block

Electrical Sub Block . AnalogSignal | Electrical Sub Block
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Disk Access limitations

T For the time it takes to do
each disk access

A Millions CPU operations can be done

A 100K(s) of memory operations
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Filling the performance gap

Price
$/GB

»
»

Performance (I/O latency)
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Why PCle Transport?

M PCle-101:Down Bus Stalisics:Bandwidth (GBils/s)

B PCle-101:Up Bus Statisiics-Bandwadth (GBilsls)
PCle-101:Down Bus Sialisiics:Data Throughput (MByles/s)
PCle-101:Up Bu= Siatisiics-Data Throughput (MByles/s)

I PCle is high performance
A Lowest latency (no HBA overhead)
AFull duplex, multiple outstanding requests
A Scalable port width (x1 to x16)
A Scalable link speed (  2.5/5.0 /8.0 Gb/s/per lane)

I PCle is low cost
AHigh volume/commodity.
A Eliminates Host Bus Adaptor (HBA) cost

I PCle power management capabilities
A Direct attach to CPU eliminates HBA power
AVarious low power levels (LOs, L1, L2)
Maturity
A PCle has been shipping  for years and is a mature technology.
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Interface performance of storage

SAS/SATA |[Genl Gen?2 Gen3

performanc | 1.5Gbps 3Ghps 6Gbps

SATA 150MB/s 300MB/s 600MB/s NA

SAS (non-  150MB/s 300MB/s 600MB/s 1.2GB/s
multilink)
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why PCle

SAS/SATA |Genl Gen2 Gen3

performanc | 1.5Gbps 3Ghps 6Gbps

SATA 150MB/s 300MB/s 600MB/s NA

SAS (non-  150MB/s 300MB/s 600MB/s 1.2GB/s
multilink)

Bandwidth 2.5GT/s 5GT/s 8GT/s
Link Width x1  250MB/s 500MB/s 1GB/s
Link Width x2  500MB/s 1GB/s 2GB/s
Link Width x4  1GB/s 2GB/s 4GB/s
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why PCle

SAS/SATA |Genl Gen2 Gen3

performanc | 1.5Gbps 3Ghps 6Gbps

SATA 150MB/s 300MB/s 600MB/s NA

SAS (non-  150MB/s 300MB/s 600MB/s 1.2GB/s
multilink)

Bandwidth 2.5GT]/s 5GT/s 8GT/s 16GT/s
Link Width x1 ~ 250MB/s 500MB/s 1GB/s 2GB/s
Link Width x2  500MB/s 1GB/s 2GB/s 4GB/s
Link Width x4  1GB/s 2GB/s 4GB/s 8GB/s
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HasnMemory Proof Point: NVMe Latency

 SUMMIT | Linux*
Storage Stack

* NVMe reduces latency overhead by more than 50%

« SCSI/SAS: 6.0 us 19,500 cycles user § A
« NVMe: 28us 9,100 cycles Kemei

VFS / File System |

* |ncreased focus on storage stack / OS needed to
reduce latency even further

Chatham NVMe Prototype Prototype Cores
e = Measured IOPS Used for

NVMe

Driver
é) <€

2.8 psecs

— |

@

6.0 psecs

Measurement taken on Intel® Core™ i5-2500K 3.3GHz 6MB L3 Cache Quad-Core Desktop
Processor using Linux RedHat® EL6.0 2.6.32-71 Kernel.

Flash Memory Summit 2013
Santa Clara, CA



Key PCle tests

A Equalization testing: Signal quality is critical for
success operation at Gen3 8GT/s

Index LTSSM State # of TS Direction Pre-Cursor Reject
Cursor
Post-Cursor

3 Rcvr.EQ-Phasel 9 Down-> 62 10 02 10 01 60 62 00 o, 1, ©, 1, 0, 2, ©, @
20 10 23 10 62 05 20 o7
08 10 14 10 20 23 @8 23

4 Rcvr.EQ-Phasel 4940 Down-> 62 62 62 62 62 62 62 62 ©, @, 0, 9, 9, @2, @, ©
20 20 20 20 20 20 20 20
08 08 08 08 08 08 938 08
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Key PCle tests

A LTSSM analysis: State transitions to handle link
up, recovery, and power management

L1 b Lds
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Revr Eguzlization I‘L{ ' i
v |
Revr Spead - - l
1 Revr RevrCig e
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l —
‘ Ravr ldle = [Disabled
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Key PCle tests

A Packet capture and decode: PCle packets,
responses, configuration and device enumeration

Sampl Time Downatr |Ups Lin "5eg T |Le |Addresas, Begiater |H Payload

i O
o T 7z

///een2 BSE W0 oot %

A
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Key PCle tests

M2

A Performance Analysis: Response times and
process delays can greatly impact data throughput

A Flow Control analysis: Included in the
performance analysis, clearly identify and track credit
starvation issues.
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Key PCle tests

B PCle-101:Up Packets:Inst. Wiite (MBytes/s)
PCle-101:Down Flow Conirol:UpdateFFC_P (Credits)

FC to zero

A Flow Control analysis: Included in the
performance analysis, clearly identify and track credit
starvation issues.

KEYSIGHT

TECHNOLOGIES

January 18, 2015
Page 21



Key PCIe teStS amp ime mmsr;/} in Seq e ress, Begis Er///-%/a//y//}/;/%
I e s

e e Rl / |
/a2 D38 00 0on A

S,

A Equalization testing: Signal quality is critical for
success operation at Gen3 8GT/s

A LTSSM analysis: State transitions to handle link
up, recovery, and power management

A Packet capture and decode: PCle packets,
responses, configuration and device enumeration

A Performance Analysis: Response times and
process delays can greatly impact data throughput

A Flow Control analysis: Included in the
performance analysis, clearly identify and track credit
starvation issues.
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PCle Analysis is required to provide a stable
communication channel

I Common areas of analysis Pt

| N S .
- i ini Poli k) " Disabled .
Link Training | *"9 N \
- Equalization of 8GT/s signal i - (Coon ) R
- Power management o *C_‘i_l \ TR |
_ - 1 | .,h‘-.-_. ] ‘
- Flow Control el o " Feoavary

- Error Detection and Error recovery
- Performance and timeouts

I Now we can start working on NVMe over PCle
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Non Volatile Memory Express
(NVMe)
Paired Queue Mechanism

Reference Chapter 1 of the NVMe Spec:
Introduction with Theory of Operation

- EX PRESS)




NVMe Introduction

A NVM Express is a standardized high performance cunuuiier
interface for PCI Express SSDs

A Architected from ground up for non-volatile memory scaling from,
client to enterprise.

Offers a high performance, low latency protocol for SSDs
End to end data protection

Developed by an open industry consortium
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NVMe Queuing Interface

Uses a queuing model to send commands and data to the drive
Support for up to 64K commands per Queue
Support for up to 64K Queues

Admin Queue for sending commands

o o P T I

IO Queues for sending data
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